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Figure 1: An design illustration of the system being developed: (a) presentation content is grounded in a physical environment with
the additive third dimension; (b) the audience can explore and interact with data visualizations through embodied interactions; (c) the
presenter can draw the viewer’s attention and control when, where, and how the content is displayed throughout the presentation.

ABSTRACT

This paper presents the design of a system for giving engaging,
immersive presentations based on financial data in an immersive
environment. The system consists of a presenter controlling the
presentation flow through a tablet interface and an audience experi-
encing the presentation content through an augmented reality (AR)
head-worn display (HWD). The system leverages various sensors
on the HWD to detect the audience’s cognitive state and provide
actionable and context-aware suggestions to the presenter about how
to adjust their presentation delivery. We discuss the user scenario
motivating our system design, its associated design considerations,
the features of our system, and how our system can be extended to
other presentation contexts.

Index Terms: H.5.1 [INFORMATION INTERFACES AND
PRESENTATION (e.g., HCI)]: Multimedia Information Systems—
Artificial, augmented, and virtual realities; K.4.3 [COMPUTERS
AND SOCIETY]: Organizational Impacts—Computer-supported
collaborative work

1 INTRODUCTION

Facilitating the dynamic of non-experts seeking services from ex-
perts, or professional-client relationships, is vital for services requir-
ing expert-level domain knowledge, such as health care, engineering,
and financial services. To this end, presentations are a common
mechanism professionals utilize to communicate and educate clients
on complex domain-specific subject matter. Take, for example, fi-
nancial service professionals such as bankers, financial advisors,
and certified public accountants, who often present financially re-
lated material to educate clients on financial goods and services.

*e-mail: matt.gottsacker@jpmchase.com
†e-mail:mengyu.chen@jpmchase.com
‡e-mail:david.saffo@jpmchase.com
§e-mail:feiyu.lu@jpmchase.com
¶e-mail:blair.macintyre@jpmchase.com

A presentation in finance often includes content of various forms,
such as regional market data, product price charts, sector-specific
statistics, and economic outlook, in addition to details specific to the
client’s finances. Based on the knowledge level and interest of the
audience, professionals often need to prepare and customize content
to help the audience understand certain economic concepts and gain
meaningful insights from the financial data.

To improve the communication of complex financial informa-
tion, various methods have been explored, such as adding extra
dimensions to data visualizations (3D line charts, 3D data points,
etc.) [6, 29], illustrating geospatial relationships of regional market
information in 3D [2, 20], and displaying content in a virtual envi-
ronment [8, 25, 40]. While existing methods provide novel ways to
make it easier for the audience to get insights from the data, these
systems are often self-exploratory and lack guidance from an expert,
making them less useful or applicable in a real-world scenario.

We are interested in making the presentation of financial informa-
tion during professional-client meetings more engaging and interac-
tive so that the audience may get less overwhelmed by the complex
information presented to them and get better financial literacy edu-
cation. Mixed reality offers huge opportunities as it provides higher
interaction affordances for the client to engage with the content
as well as the capacity to display the content in a more expressive
way. In this paper, we explore the design considerations of an im-
mersive presentation system in the context of financial services and
professional-client dynamics. We then discuss our early system
implementation of an asymmetric presentation system that utilizes a
hybrid user interface across mixed reality and mobile devices. The
system uses implicit and explicit audience feedback to provide a
more customizable presenter and audience experience.

2 PRIOR WORK

2.1 Multi-modal Augmented Presentation
Blending visual elements such as texts, graphs, and illustrations
with a live presenter’s gestures and verbal content is a popular tech-
nique widely used in commercial product presentations, educational
videos, and TV productions. The augmented visual information on
the screen enriches the audience’s perceptual experience and enables
an easier understanding of the presented content [22]. Studies have



shown that presentations and tutorials with more infographic and vi-
sual cues can make the audience maintain higher emotional and cog-
nitive engagement over a longer period of time [19, 49]. Besides the
most common way of presenting visual slides with mouse and key-
board (e.g., Powerpoint, Keynote), recent works have explored using
different interactive cues, such as speech [24], body gestures [38],
and sketch-drawing [32] to trigger and place real-time augmented
visual contents in a presentation. Such improvisation techniques pro-
vide additional customizability during the presentation and allow the
presenter to introduce highly personalized materials to the audience
on the fly.

2.2 MR Collaboration Systems
There has been a wide range of applications and research works of
mixed reality collaboration in domains such as education [7, 30, 33],
manufacturing [12, 41, 48], medical service [26], architecture de-
sign [17,18], remote assistance [15,16], etc. Schäfer [39] in a recent
survey, categorized these use cases into mainly three categories:
meeting, design, and remote expert. The interactive features and ben-
efits brought by these mixed reality collaboration systems are mainly
about shared 3D object manipulation, multi-media content sharing,
2D/3D drawing, natural gesture control, annotation, and AR view
sharing. Recently, there is also an increasing interest in asymmetric
collaboration where individuals of a collaboration group “have dif-
ferent means to visualize and interact with virtual content.” [14] A
recent study showed that assigning different roles and tasks to users
in asymmetric collaboration groups will have a direct influence on
their sense of presence and overall experience [23]. In our work, as
the roles of expert (presenter) and non-expert (audience) are clearly
defined, we leverage the asymmetry to better accommodate the dif-
ferent needs of different end-users in our immersive presentation
system design.

3 DESIGN CONSIDERATIONS

There are three categories of end-user needs and requirements that
we are considering: 1) social interaction, 2) interactive content, and
3) shared awareness.

3.1 Social Interaction
Although the COVID pandemic has had an impact on how the ser-
vice industry operates and made it shift to a hybrid mode of in-person
and remote meetings, the professionals in financial services may
still prefer in-person meetings with their clients to maintain a high
level of social engagement through direct eye contact and body lan-
guages. Having face-to-face meetings may help them gain more
trust [46,50] from the clients and may lead to better outcomes [5,42]
as prior studies have shown. Therefore, it is desirable for an XR pre-
sentation system to support interaction feedback between the users
and approximate natural conversations via multiple modalities (e.g.,
speech, gesture, gaze). At the same time, in day-to-day business
operations, the presenter, as an expert service provider, may spend
an extensive amount of time communicating and interacting with
many clients. For the foreseeable future, it will be difficult for the
presenter to wear an XR headset for an entire day [3], and such
devices complicate interpersonal communication, e.g., by occluding
some of the wearer’s facial expressions and preventing effective
eye contact [27, 47]. Providing solutions to alleviate the burden of
wearing an XR headset or finding alternatives to address the eye
contact needs of the presenter in both co-located and remote virtual
environment is a challenge that needs to be addressed.

Remote methods of communication have their distinct benefits
for professional-client relationships as well. Perhaps the biggest
advantage of these benefits is it allows professionals and clients to
connect largely without the limitation of physical location. This
allows experts to expand the number of potential clients they can
interact with and reduces the time and resources spent traveling

for both parties. However, these benefits are costly, as they may
lower overall social interaction and interpersonal engagement in
professional-client relationships. Immersive approaches have the
potential to alleviate these challenges allowing professional-client
relationships to leverage remote communication while painting high
levels of social interaction and interpersonal engagement by enabling
shared virtual spaces.

In both of these scenarios, distributed or co-located, there remains
an open question of how professional-client relationships can best
share virtual and physical space. Furthermore, it remains an open
question of how occupying different ends of the reality-virtuality
continuum (RVC) [28, 43] affects overall social interaction and in-
terpersonal engagement [31, 44]. When co-located, fully immersing
both professionals and clients in VR potentially lowers interpersonal
engagement by isolating users from reality. AR presentation might
help mitigate this by encouraging physical face-to-face interactions
in the shared physical space; however, without further interventions,
each user’s view of the other will still be obstructed by the physi-
cal headset and, potentially, the virtual content. In the distributed
context, these constraints are exacerbated as users no longer share
the same physical constraints, and as such, the ability to see each
other becomes completely reliant on technology interventions. With
current approaches, these interventions take the form of either video-
streaming or 3D avatars [13, 36], the particular design of which
can greatly affect the dynamics of professional-client relationships.
Interpersonal engagement will benefit from commercial technology
improvements in eye-gaze, facial, and full-body sensing.

3.2 Interactive Content
Financial services require a highly personalized approach for the
presenter to prepare materials for the audience. Every client may
have very specific needs based on their personal financial situation
and plans. The presenter may also need to introduce financial literacy
content during the conversation with the client and help them better
understand the presented materials. Therefore, the presenter needs
to be able to easily select and manipulate the presentation content
based on the audience’s feedback during the presentation. In some
cases, the presenter may also need tools to improvise and create
original content (e.g., charts and graphs) that cannot be prepared
ahead of the presentation due to the uncertain nature of the client’s
financial situation. Providing support to create data visualization
and enabling custom and accurate input for visual content (e.g.,
sketching, annotating) can be useful for the presenter. On the other
hand, the audience may wish to have a more engaging experience
during their financial literacy education. Allowing them to interact
with the material and increase their domain knowledge while keeping
a high level of engagement will be beneficial.

3.3 Shared Awareness
Unlike 2D content on a physical screen visible to both the presenter
and the audience, immersive 3D content in an HWD can be viewed
differently from different perspectives and based on the capabilities
of different devices. Given that immersive technology is relatively
new to the general public, the audience of a financial presentation
may not have sufficient experience with consuming detailed financial
content in a virtual or augmented space. Therefore, the presenter and
the audience should have a shared awareness of what each other sees
so that the expert can spatially guide the non-expert audience during
the experience and help them better navigate in the space [21, 35].

In addition to spatial navigation, the perspective difference may
also challenge the presenter to spatially present virtual content at
places where the audience can clearly see it. Especially in a room-
scale immersive space where the audience may walk around, the
presenter needs to ensure they place presentation content not too far
or close to the audience. Awareness of where the audience is located
or facing can be useful for a more effective content presentation.



On the other hand, during a presentation on financial literacy edu-
cation, the presenter may present advanced financial materials that
are complex and difficult for non-expert audiences. The audience
may find it difficult to reference such materials via just verbal or
gestural cues. The presenter may need additional means (e.g., learn
from audience gaze, shared annotation) to locate the content being
referenced by the audience and be on the same page with them to
reduce communication costs.

4 SYSTEM DESIGN

Our goal is to support financial experts in giving their audience an
engaging and easy-to-understand presentation of financial materials
in an immersive space. Building on the design considerations above,
the system supports a variety of content, including 2D text, images,
videos, and 3D objects, as well as interactive 2D and 3D data visu-
alizations, allowing the presenter to explain complex financial data
while keeping the audience engaged. Technically, the system will
let us explore different spatial content presentation techniques, such
as multi-view object placement and automatic content arrangement.
The system is being designed to facilitate on-the-fly content cus-
tomization by the presenter so that the experience can be adjusted
based on audience interests and needs.

The immersive presentation system is specifically designed as
an asymmetric experience to accommodate the different tasks and
needs of the presenter and the audience. The presenter, as a domain
expert and service provider, will use a handheld tablet to control
the presentation content while not being encumbered by an HWD.
The audience will be placed in a mixed-reality HWD to fully engage
with the presented virtual content and consume it in their own phys-
ical space. Fig. 1 shows a concept storyboard of our initial target
scenario.

4.1 Immersive Content Presentation

The system has both authoring and presentation components. A
financial expert can prepare content elements similar to those avail-
able to common 2D presentation programs, such as text, images, and
videos, in addition to 3D content elements and interactive 2D and
3D data visualizations. The presenter prepares content and arranges
it in a series of scenes (analogous to slides in a 2D presentation
program) before the presentation begins. These scenes store a set
of virtual objects that have been annotated with spatial layout and
context labels (e.g., main content, title, supporting data) to help
the system adapt to different presentation environments, and adjust
content dynamically as the presentation proceeds. The presenter
is able to add additional prepared content elements to a scene as
needed throughout the presentation. During the presentation, the
presenter will need to accurately perceive the layout of the current
in the spatial environment through intuitive views on the handheld
tablet and interact with it by highlighting, arranging, adding, or
removing content elements. Most of the spatial layout of the content
elements will be handled automatically by the system using spatial
labels and reacting to input from the presenter, as discussed below.

4.1.1 Spatial Object Views

Placing virtual content in the presentation scene presents challenges
because the presenter must be able to specify positions in the 3D
presentation scene from the 2D screen of the tablet. To support the
efficient adjustment or placement of virtual objects at presentation
time, the tablet interface includes multiple views for the presenter.

Top-down View - The top-down view displays a virtual camera’s
rendering of the virtual scene. The presenter uses the touch screen
to browse and select different virtual content elements and drag
and drop them into the positions shown in the top-down view. The
objects will then be instantiated and displayed as augmented content
in the audience’s AR headset. The system may adjust other content

(e.g., its scale and position) in response to this new element being
added.

Shared Audience View - The system supports the presenter view-
ing the presentation environment from the audience’s point of view
(by rendering the scene via a virtual camera placed in the audience’s
head position). The virtual camera tracks the audience’s movements
so that the presenter can be aware of where the audience is looking
and help them navigate or guide their interaction with the virtual
objects in the space. The presenter can use this view to verify how
the presentation content looks to the audience. In both this view,
and the top-down view, the presenter can point to elements in the
scene to support using deictic phrases to refer to virtual content in
the presentation space.

Feedforward View Similar to the slide previews in common 2D
slide presentation software, the presenter is able to view subsequent
presentation scenes before they are displayed to the audience. This
preview is shown in both the top-down view and the audience view.
In the audience feedforward view, a virtual camera is placed in the
audience’s head position, but it is rotated to look toward the center
of the next scene.

4.1.2 Presentation Improvisation
During the presentation, the presenter may improvise by adding
virtual content to the presentation that was not part of the originally
authored scenes. For example, the presenter may create backup
data visualizations to support a particular point they are present-
ing, or they may create data visualizations on-the-fly to illustrate
basic concepts. Positioning content elements on the fly in 3D can
be challenging because the presenter controls the 3D presentation
through a 2D application, but the spatial object views described
above coupled with dynamic content arrangement reduce the impact
of this problem. For instance, the presenter can drag virtual objects
into surfaces shown in the top-down view. Then, the virtual content
will be visible to the presenter in the feedforward view. If the audi-
ence is not looking in the direction where the virtual content will be
placed, the audience feedforward view’s virtual camera will move to
show the content. The presenter can perform additional fine-grained
manipulations (i.e., adjust the content’s position, rotation, and scale)
through controls near the feedforward view. When the presenter con-
firms the placement, the content will be made visible to the audience.
Any further manipulations (e.g., the presenter rotating the content so
the audience can get a different view) can be done through controls
that are visible directly in the audience feedforward view.

4.1.3 Automatic Content Arrangement
A presentation could be given in a variety of structurally different
physical and immersive spaces. To reduce the friction of the presen-
ter authoring and setting up the presentation, we are designing the
system to intelligently lay out content in the physical space. The
goals of the automatic arrangement are two-fold: (1) to maximize
the visibility and spatial referencing of the presentation content for
both parties; (2) to minimize the cost of interacting with the virtual
content for both. Recent research has demonstrated the potential
of adaptive content placement for productivity work [10, 11]. How-
ever, little has been explored in multi-user scenarios in asymmetrical
settings. In our design, we plan to author the presentation for an
abstract space with semantically meaningful content zones, and then
adapt that space to the real space when the presentation begins. The
presenter can make quick adjustments to the generated layout to
enhance their control and preferred content style.

4.1.4 Data Visualization and Manipulation
Data visualization techniques are a core component of financial data
presentations. For example, time series visualizations, such as line
charts, are commonly used to illustrate the change in the value of
assets over time due to changing market conditions, compounding



interest, or other economic factors. However, these visualizations are
often presented as static images accompanied by text on presentation
slides or captions and body text in reports—limiting the overall
engagement of audiences.

Utilizing immersive analytics presentation and data storytelling
techniques provides the opportunity to implement several interven-
tions to increase the level of engagement of the presentation. Our
system aims to leverage spatial immersion and situated visualization
to embed interactive 3D visualizations into mixed-reality financial
presentations. To this end, the presenter interface can be used to
place pre-authored data visualizations into the virtual space. Pre-
senters can then manipulate the data visualizations in several ways,
such as changing its facet and position to change the audience’s
perspective, annotating or highlighting points of interest, and ani-
mating transitions of the visualization through changes in its data,
such as time range, or through changes in its encoding channels
or visualization type. These visualization techniques will enable
presenters to change and manipulate data visualizations alongside
the theme and narrative of the presentation.

4.2 Audience Feedback Driven Content
Our system is designed to both restore and enhance the interpersonal
communication cues that may be negatively affected or outright
blocked by the asymmetric nature of our system and the AR headset.
For example, the weight and form factor of the AR headset might
cause the audience to emote or express themselves differently [27],
and the headset also prevents the presenter from observing the audi-
ence’s full face and therefore making judgments about their cognitive
and emotional states [47]. Our system leverages the multimodal sen-
sors on the audience’s AR headset to track the audience’s behaviors
(e.g., gaze and head pose) and provide useful insights to the presenter
to help them better navigate this social interaction. In this way, the
presenter can adjust their presentation pace or change materials ac-
cordingly and provide a more personalized presentation experience
for the audience.

4.2.1 Audience Feedback Tracking
In addition to the presenter being able to view the audience’s view
of the presentation content, the system also tracks the behaviors and
speech of the audience to provide guidance to the presenter. The
system can leverage sensors commonly in consumer AR headsets,
such as head motion trackers, eye trackers, and microphones. Head
motion can provide insight into the audience’s emotional state [37].
The audience’s gaze can be used to detect the virtual (and real)
objects to which the audience is attending, as well as associated
measures such as emotional state [9] and cognitive load [4]. Last,
recording the audience’s speech with the headset’s microphone and
analyzing it with natural language processing tools can be useful for
detecting the audience’s emotional state [1].

4.2.2 Intelligent Content Recommendation
Crucial to maintaining the audience’s privacy, our system does not
provide details about the audience’s emotional state (or any other
personal measures) to the presenter. Rather, the system uses the
multimodal sensor outputs to compute the audience’s cognitive state
associated with the target of their attention, and then it makes context-
aware suggestions to the presenter. For example, at some point
during a presentation, the system may detect that the audience feels
bored and is not looking at the object that the presenter is speaking
about. In this case, the system can recommend the presenter move
on from their current topic and discuss the virtual content that draws
the audience’s gaze. In an alternate scenario, the system could detect
when the audience feels engaged with some particular presentation
content. The presenter’s interface will suggest data visualizations
that are related to the one causing excitement to give the audience
another example in which they might be interested.

5 DISCUSSION

While our system primarily focuses on supporting the physically
co-located context, we are considering extending our system’s ca-
pabilities to support distributed participants in the future. However,
there are a number of challenges to extending our approach in this
way that will require different and novel design interventions.

First, our motivation for a cross-platform asymmetric system was
driven by the need to support face-to-face interpersonal interaction.
We handle this naturally in the co-located case by leaving the pre-
senter’s appearance unobstructed to allow the audience to see them
clearly while in mixed reality. Achieving this same level of face-
to-face interaction will be more difficult to achieve while users are
distributed. We believe this challenge will have to be addressed by
designing virtual avatars that enable a high level of telepresence and
simulated eye contact. However, this means that we will need to
provide an effective way of tracking the presenter’s gaze and head
pose in order to provide a high fidelity eye representation to help the
audience maintain a high level of sense of authenticity and social
co-presence [45]. Possible solutions would be to set up a controlled
environment for the presenter with eye trackers or cameras, or let
the presenter wear a head-worn display with eye-tracking capabil-
ity. The former solution may place constraints on the presenter’s
mobility and flexibility in choosing space for a presentation. In a
real-world scenario, there may also be various restrictions (privacy,
cost, etc.) regarding a custom setup. The latter will require a sym-
metric system design to have both users situated in an immersive
presentation space, which may lead to the question of whether the
presenter will still use a tablet interface to control the presentation.
In our target scenario, a hybrid interface with a tablet is highly desir-
able as it provides mobility along with easy input for tasks such as
drawing and accurate annotation, as well as tactile feedback upon
interacting with the presentation control interface. However, it is
also not impossible to convert a table-top surface into a portable vir-
tual control interface that can be anchored anywhere with a similar
level of tactile feedback. How well-received such a virtual control
interface versus a hybrid interface with a tablet is by the presenter
during a presentation is worth investigating especially.

Second, our system leverages situated analytics by placing visual-
izations in context with the physical environment. This is primarily
enabled by the presenter interface that lets them control where in
the environment to place what content. However, if the presenter no
longer shares the same physical environment as the audience, plac-
ing content situated in the audience’s environment becomes much
more difficult due to the diminished awareness of the audience’s
environment. This will become less of a challenge if we utilize
virtual reality presentations. However, it is possible that even in
a distributed scenario, audiences might prefer mixed-reality pre-
sentations. In order to keep our current approach of mixed-reality
presentation, new interventions are needed to increase the shared
awareness of audiences’ physical environment. One possible ap-
proach would be to disembody presenters’ physical motions from
their avatars to allow them to perform the same action while being
presented in different ways [34].

6 FUTURE WORK AND CONCLUSION

Presenting financial materials in an immersive environment provides
unique research opportunities in social interaction and role-based
collaboration. Our research explores the design space and interac-
tion affordances by integrating asymmetric spatial object control
and audience behavior tracking into the presentation system. By pro-
viding audience feedback information to the presenter in real-time,
we have the potential to enable more engaging and dynamic ways
of presentation and provide more effective communication between
experts and non-expert in the professional workplace. In the future,
we plan to conduct user studies to validate our system design and
gain more insights about real-world end users.
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